
 

  

Abstract—A flexible trust model based on human interactions is 

presented. It involves dynamic evolution of trust between entities 

(computers, mobile agents) which is independent of the usage of 

certificates from trusted third parties. Our scheme encourages 

one-to-one (direct) interactions. A trusted network evolves in a 

natural way starting from a base-level trust. This trust model is 

flexible in the sense that each host can define its own trust levels. 

We believe that our trust model offers a number of advantages 

over the existing, mostly statically defined trust models. 

 

I. INTRODUCTION 

Trust has been identified as an important component in a 

security infrastructure for communication between two 

computers or two mobile agents [1,2,3].  These computers can 

be a part of a network of, either connected or wireless, 

computers. Trust between the mobile agent and the mobile 

agent host is required to provide security and protection to 

mobile agents. It is defined as the expectation of behaviour 

among parties [4], and also as a subjective probability that is 

non-reflexive, changing and context-driven [5].  Trust cannot 

be Boolean and here should be a concept from human 

experience where trust is earned. In short, trust is used as an 

additional parameter to enhance security for mobile computing 

[6, 7]. It is proposed to build trust infrastructures for large ad 

hoc wireless networks [8]. In this case, one uses both risk and 

trust to decide whether an interaction can occur.  The above 

trust model has been expanded to define trust within an interval 

of 0 and 1 as a measure of uncertainty [9]. 

 

Trust is a fundamental quality in human relationships in a 

society. It plays a key role in defining friendship, love, families 

and organisations. It starts with a certain value between two 

entities.  Independent of how the initial trust comes about, it 

can grow or reduce depending on mutual interactions and 
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experience. The level of access one entity gives to the other 

critically depends on the level of trust one has. Moreover, trust 

is not necessarily reciprocated. The trust management defines a 

coherent framework and policies in terms of a parameter called 

trust. There are several trust management systems in the 

literature [8, 9, 10, 11, 12]. 

 

In general, trust management systems delegate permissions 

by using certificates from trusted third parties. In this paper, a 

new dynamic parameter is introduced in the authentication 

process between the agent and the host, called the level of 

trust.  The level of trust an agent has with the host determines 

the privileges that are granted to that agent. A network of 

friendly computers can be established after some period of 

interaction between the computers. 

 

2  BACKGROUND 

 

Some of the parameters that can be used to define trust in 

mobile agents are that the host is expected to provide correct 

information with integrity, it should operate correctly, the 

transactions between the host and the agent must be kept 

secret, the protocols must be followed correctly and the 

information is not misused by the agent or the host.  

 

The host HC defines the privileges and the services it will 

provide to the visiting agent AGX depending on the 

authentication and trust policy processes as shown in Figure 1.   

A trust model is a tool that helps to visualize and understand 

the degree of confidence that is granted to individuals, host 

networks, mobile agents, etc.  The more completely the trust 

model is defined, the greater the awareness of the risks of the 

threats and vulnerabilities to the system [13].    

 

 
 

Figure 1 Application of Trust Model 
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A human trust management model and framework that 

facilitates the construction of trust aware mobile systems and 

applications, hTrust, has been proposed [12].  A security model 

for Aglets based on a set of principles with distinct 

responsibilities and defined security policies give access to 

local resources [14]. A distributed access control architecture 

for mobile agents based on access control lists is proposed and 

prevents malicious code activity [15]. A model discussed in 

[16] focuses on the relationship between trust expression, 

security requirements of the application and the appropriate 

security mechanisms that are used. 

 

A Dynamic Distributed Trust Model (DDTM) proposes a 

flexible access control solution for a distributed environment 

[17].  The core of the DDTM is the recommendation based 

trust model organized as a Trust Delegation Tree (TDT) and 

the authorization delegation realized by delegation certificate 

chains.  Trust values for Direct Trust, Indirect Trust and Trust 

Authorization level are derived. 

 

 

3   NEW TRUST MODEL  

 

     We assume that communication between hosts is by the use 

of public and private keys for authentication. The trust model 

is an additional parameter which determines the level of access 

given by the host. Each host defines its own levels of access 

depending on the use of its resources. A secure host may allow 

very limited access while a host of an e-business may allow 

greater access to its resources. 

  

Trust is usually built up over time, starting from a pre-

defined level between two entities that communicate. The fact 

that the trust level can go up or down leads us to propose a 

model that is independent of certification, and is based mostly 

on mutual interaction.  

 

We write host A as HA and the trust between hosts A and B 

as TAB.       

 

Assume that HA communicates with HB, HC and HD. The 

trust level T, (defined later this section) HA has with HB is TAB, 

with HC is TAC, with HD is TAD and so on. Note that the trust 

level need not be symmetric, i.e. TAB may not be same as TBA. 

Also, if HA trusts HB at TAB, and HB trusts HC at TBC, then HA 

would trust HC at (TAB x TBC), whereas if HA communicates 

with HC directly, the trust level is TAC (which may not be same 

as TAB x TBC). The interactions via neighbours reduce the trust 

level, and therefore are not desirable. Hence this scheme 

encourages direct interactions between hosts.  

 

The trust value has the range between 0 and 1 (0 means no 

trust and 1 means full trust).  If HA trusts HB at 0.9 level, and 

HB trusts HC at 0.9 level, then HA trusts HC at 0.81 level.  

This value is used as the initial level of trust between HA and 

HC when the first contact is made. However, if HA directly 

interacted with HC then the start trust level is 0.81 and this can 

go up or down depending on the results of interaction between 

them. If this chain of indirect interaction were to increase, then 

resulting trust level will go down, as it happens in case of 

human interactions. Assigning a probability-like trust 

parameter can help building a network of trusted systems.   

 

An example is presented in Figure 2. 

 

 

 

 
 

Figure 2 Example of assigning trust levels between hosts 

 

 

We define the trust metric as: 
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where T0 is the base level trust or the default value of the trust 

between the computers X and Y. The trust parameter takes 

values between 0 and 1.  Ei are the events or the tasks or 

services that the visiting computer or agent carries out at the 

host, wi are the weights assigned to the events or tasks. The 

events Ei are recorded in a table kept by the computer HB. The 

weights wi for the event Ei are defined by HA and each host 

defines its own weights depending on its needs. The weighted 

events are summed over n events. Since the weights can be 

negative, the trust parameter can go down as well.  

 

The last term f(t) is included to reflect any time-dependent 

activity (or inactivity) to suggest gain or loss of reliability. If 

the host is not accessible due to network being down or the 

system itself being down, then the trust level is reduced. We do 

not, at this stage, associate any trust parameter to the path that 

the agent may take to reach its destination. The trust level can 



 

go down temporarily if the route to a host is down, or the host 

itself is down. If this state continues then the reliability of the 

host goes down. This should be reflected in the trust level. 

Simulations are needed to generate various scenarios so that  

f(t) can be better defined. 

 

A host HC, say, sends an agent for malicious activity to HD. 

HC may have defined HD as a trusted host but HD may note that 

HC is not a trusted host if it can find out malicious activity by 

its agent. Eventually, after many interactions, HC would be 

noted as an untrustworthy host by many hosts. This will ensure 

reduced interactions with HC by other hosts. This way, one can 

develop a network of trusted as well as untrustworthy hosts in a 

natural way. 

 

    Our scheme does not require authentication by trusted third 

party in terms of certificates. The trust is based on one-to-one 

interaction and is developed over time. Each destination host 

should be associated with a measure of its reliability.   

 

4  DETAILS OF THE TRUST MODEL 

 

4.1 Trust Table 

 

Each host must keep a record of the visiting hosts, agents, 

their activities and  determines for itself the trust level of the 

visiting agent and determines the amount of access it can 

provide. Two tables are needed as each host, one for sending 

information and one for receiving information. 

 

The table of the sender host HS should have information 

about the number of visits, addresses of the hosts, actions 

executed, pre-defined trust level, current level of trust etc. The 

tables must be updated after every visit or communication 

between two entities. The trust level can be modified to reflect 

the current situation. These tables are available to be read by 

hosts with trust level higher than a certain value. If HA want to 

communicate with HE and does not have any information about 

it in its database, it can look up the tables of its trusted hosts to 

see if there is an entry for HE. It can then determine the basic 

trust level HE for. If there is no entry, then it assumes the trust 

level it has for a new host (default value set by T0) and allows 

the appropriate access. The contents of the trust table reflect 

the interactions between the computers, i.e. the tasks that the 

agent executed at the visiting host. 

 

One can define the operation of the agents as successful or 

malicious (attempt to access unauthorized information). The 

trust parameter can be modified accordingly. 

 

A few basic examples are presented here. 

 

 

 

 

 

Case 1 

 

Agent AGX is sent from HA to HB for the first time and HA has 

no information about HB and HB has no information about HA. 

The trust values would be computed as follows; 

T0AB = T0A  (the predefined trust level that HA assigned)  

T0BA = T0B  (the predefined trust level that HB assigned) 

Host HA will send Agent AGX to  HB with trust level T0AB and 

host HB will allow agent AGX to execute at trust level T0BA. 

 

Case 2 

 

Agent AGX is sent from HA to HB for the second time the trust 

values would be computed as follows; 
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Host HA will send agent AGX to HB with trust level T2AB and 

HB will allow agent AGX to execute at trust level T2BA. 

 

A function of time can be added to increase or decrease the 

trust level depending on the frequencies of visits in a given 

time. 

 

Case 3 

 

Agent AGX is sent from HA to HB for the first time and HA has 

no information about HB and HB has information about HA 

from a trusted Host HC. 

 

 

T0AB   =   T0A    (the predefined trust level that HA assigned)  
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Host HA will send agent AGX to HB with trust level T0AB and 

HB will allow agent AGX to execute at trust level T0BA. 

 

 

4.2 Implementation Issues 

 

Our algorithm relies on maintaining the trust table. As the 

number of users of the machine grows, the table grows linearly. 

The tables can be sorted in terms of trust value, and entries will 

be recorded for those sites with a trust value above a given 

minimum, which is decided by the host. For example, for a 

host more concerned with security may like to limit the table, 



 

whereas a host in the e-commerce activity may like to keep a 

larger table.  

 

The security conscious sites would perhaps limit the size of 

their trust table as they would have a threshold of trust higher 

than others. The size of the table, and hence the operations on 

the tables are rather small in such situations and hence the 

additional computations to search, compute trust values and 

update the entries are expected to be minimal. 

 

An e-commerce organisation that inherently has a lower 

threshold of trust for the mobile agents, maintains a larger trust 

table. However, since the allowed transactions with mobile 

agents are limited, minimal amount of information may be kept 

in these tables. Even though the number of entries is large, the 

volume of the table (in terms of storage size) is not particularly 

large. 

 

This algorithm, therefore, offers simple computations based 

on the entries in the trust table. Host sites are free to distribute 

their weights (the importance of the entries in the trust table) 

according to their requirement. 

 

 

5  DISCUSSION 

 

We model our trust based on human experience of trust. The 

level of access given to the visiting computers/agents depends 

on the trust level the host has for the visitor (and sender 

computer). When we are introduced to a new individual, we 

accept that person with a trust value that we are comfortable 

with. We may use the trust value of the friend who introduced 

the new individual to us to determine the initial trust. After the 

first introduction, the trust between us and the new individual 

entirely depends on the interactions between the two of us. 

This trust value can go up or down depending on the nature of 

our interactions (called events). We may prioritise the events 

according to our set of rules. Another friend may determine a 

different trust level from the same set of actions as their 

requirements may be different (these variations are called the 

weights).  

 

If we do not know someone, i.e. a complete stranger, then 

we may do one of the two things. We may give a default trust 

level to the stranger and start to build up trust from there. We 

could look up the trust table of our most trusted friends (say, 

top 10 sites) to see if there is an entry for this stranger in their 

database. If there is an entry, then we use the actions/events 

listed in that table and use our weighting system to determine 

the starting trust level. If no entry can be found in any of our 

trusted sites, then we use our default trust level (which can be 

set low for a stranger). 

 

As it happens in a relationship, the trust value is a function 

of time and the actions of the mobile agent. By defining 

negative weights for malicious or unexpected activities, one 

can reduce the trust value. The host should define the 

magnitude of the negative weight. 

 

Obviously, interaction that is more positive mean more trust. 

For example, host A gives importance to number visits by an 

agent. Then a malicious host B could send an agent very 

frequently to boost its trust level with host A. However, to 

prevent some system trying to boost the trust value artificially, 

one can define a functional form of the action. Instead of using 

the number of visits as a parameter in the trust formula, one 

could use, say, the logarithm of the number of visits, thereby 

slowing down the growth of the trust value. In general, the host 

has the flexibility to select the weights as well as the functional 

form of the actions to determine its trust level. Note that the 

weights can be negative as well. 

We have introduced a term for inactivity over a period of 

time. If there is no interaction between two sites then one 

reduces the trust level. These sites essentially become strangers 

and the trust value should reflect the current state of their 

relationship. 

 

  A trust management model where it does not depend on a 

trusted third party for a certificate, rather favours an anarchic 

model where the agent is responsible for its own fate. This trust 

model simulates human approach to trust management [12, 17 

and 18]. A distributed trust model based on recommendations, 

organized as a Trust Delegation Tree and the authorisation 

delegation by certificate chains has been proposed where a 

direct and an indirect trust parameter is computed [17]. The 

direct trust depends on the performance and loyalty. Indirect 

trust depends on the recommendation of the intermediaries, as 

determined by Dempster-Shafer theory. Past behaviour is used 

as a predictor of likely future behaviour. In this model, the 

trusted entity behaves like a stochastic process [18]. Most 

likely behaviour is determined from the distribution of the 

behaviour of the trusted entity.  

 

Our trust model differs from all the above models in the 

following ways. 

 

First, we require neither the certificates nor the 

recommendations from third parties. The trust in our model is a 

dynamic and flexible parameter. It is based on one-to-one 

interactions, i.e. from direct relationships. Trust parameter can 

go up or down depending on the activity of the trusted entity.  

 

We define trust in most flexible way, giving the control to 

the host. The fact that we allow the trust parameter to change 

and since it depends on the past activities on an agent, a table 

must be maintained at each site to record the activities. It is 

possible that two tables, one for sending, another for receiving 

agents, may be maintained. The actions of the agents are 

recoded in a table (or a database). These actions may have 

different value or importance to each of the hosts, and 

therefore, each host defines its own weighting scheme 

depending on its needs or applications.  



 

 

The trust table is accessible to other (trusted) hosts. We have 

proposed a format of the trust table which is open for 

discussion.  

 

In the long term one can build up a network of trusted sites 

by using our trust model in a natural way.  Our model should 

work in a network of, both connected and wireless, nodes. It is 

possible to develop a trusted P2P network out of a set of nodes. 

We are carrying out simulations to test this scenario. 

 

 

6 CONCLUSION 

 

Our proposed trust model has a variable trust level that is 

dynamic and can either increase or decrease over time.  The 

advantages of the proposed model are: 

 

• allows dynamic evolution of trust, 

• it is flexible since each host defines its trust 

parameter, 

• information is maintained in a table that is modified 

only by the host which is accessible to other hosts,  

• natural way to build up a network of trusted hosts, 

• it is independent of certification from third party. 
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